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Human-centered
why ethical and effective AI needs behavioral design



The promise:  Artificial (general) intelligence

AI is the new electricity — Andrew Ng

Solving intelligence… and then using that to solve everything else 
— Demis Hassabis, DeepMind

AGI - highly autonomous systems that outperform humans at most 
economically valuable work — OpenAI mission statement

There may be this one very clear and simple way to think about all of intelligence, 
which is that it's a goal-optimizing system 

— David Silver, DeepMind

Deep Learning is going to be able to do everything
— Geoffrey Hinton



The AI “master narrative”

“Every aspect of learning or any 
other feature of intelligence 
can in principle be so precisely 
described that a machine can 
be made to simulate it” 
-- 1956 Dartmouth Conference

“About 47% of total US employment is at risk
[of computerization]”

-- Frey/Osborne (Oxford)

“Google’s AlphaGo is 
demonstrating for the first time 
that machines can truly learn 
and think in a human way”
-- New York Times, March 2016

“Before the prospect of an 
intelligence explosion we 
humans are like small children 
playing with a bomb”

-- Nick Bostrom (Oxford)



`

Public dialog… too often uses the term AI as an intellectual wildcard, one that 
makes it difficult to reason about the scope and consequences of emerging 
technology… 
This is not the classical case of the public not understanding the scientists—here 
the scientists are often as befuddled as the public.

— Michael Jordan, UC Berkeley

“AI” and its discontents

AI is an ideology, not a technology.
— Jaron Lanier and Glen Weyl



AI as “automation”

“… about 47% of total US employment is at risk.”
-- Frey/Osborne (Oxford U)



Can underwriting be “computerized”?



The most important aspect of a statistical analysis is not what you do with the data, 
it’s what data you use



The problem of “artificial stupidity”



Smart technologies are unlikely to engender smart outcomes
unless they are designed to promote smart adoption

on the part of human end users.
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Effective and Ethical AI needs human-centered design



The problem with the designs of most engineers is that they 
are too logical.

We have to accept human behavior the way it is, not the way 
we would wish it to be.

— Don Norman, The Design of Everyday Things

The AI revolution needs a design revolution



Human-centricity:  understanding the user

By analogy:
AI technologies will yield better outcomes when they are 

designed for the brains of Humans (not “Econs”)



AI and “thinking slow”





Automatic pilot is an algorithm… We have learned that automatic pilot is 
more reliable than an individual human pilot.
The same is going to happen here.

— Richard Berk, U. Penn

Algorithms can “reckon”…  

The places where people are most worried about bias are actually where
algorithms have the greatest potential to reduce bias.

— Sendhil Mullainathan, U. Chicago



Does a computer know I might have to go to a doctor’s appointment on Friday at 
2 o’clock [so cannot visit the probation office]? 

How is it going to understand me as it is dictating everything that I have to do? 
I can’t explain my situation to a computer… 
But I can sit here and interact with you, and you can see my expressions and what 
I am going through.

— Darnell Gates, Philadelphia

… but algorithms cannot “judge”

Judgment requires not only registering the world but doing so in ways appropriate 
to circumstances.
That is an incredibly high bar.

— Brian Cantwell Smith, U. Toronto





The AI paradox

One of the fascinating things about the search for AI is that it’s been so 
hard to predict which parts would be easy or hard.

At first, we thought that the quintessential preoccupations of the officially 
smart few, like playing chess or proving theorems—the corridas of nerd 
machismo—would prove to be hardest for computers.

In fact, they turn out to be easy. Things every dummy can do, like 
recognizing objects or picking them up, are much harder.

And it turns out to be much easier to simulate the reasoning of a highly 
trained adult expert than to mimic the ordinary learning of every baby.

-- Alison Gopnik, UC-Berkeley

(“The hard problems are easy, and the easy problems are hard.”)



Human strengths:
• Strategy
• Causal understanding
• Commonsense reasoning
• Contextual awareness
• Empathy
• Ethical reasoning
• Hypothesis formation
• “Judgment”

Computer strengths:
• Tactics 
• Pattern recognition
• Consistency (avoid “noise”)
• Rationality (avoid “bias”)
• Brute force
• Narrowly defined, repetitive tasks
• Idiot savant capabilities
• “Reckoning”

Fundamental design principle:
Begin with the assumption of the need for human-machine partnerships.

(Automating tasks should not be the default mode of AI design.)

The hard problems are easy, and the easy problems are hard



Their skill at manipulating and “coaching” their computers to look very deeply into positions 
effectively counteracted the superior chess understanding of their grandmaster opponents and the 
greater computational power of other participants.

Weak human + machine + better process was superior to a strong computer alone and, more 
remarkably, superior to a strong human + machine + inferior process.

— Garry Kasparov, NYRB 2010

Human-computer symbiosis:  a parable  
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Designing for human-computer collective intelligence

“Greater AI” is about more than optimizing algorithms.

It is about “optimizing” processes of human-machine collaboration.

Statistics and computer science provides an incomplete conceptual framework.

Also needed:  training/education 
And also:  Ideas from ethics, psychology, human-centered design, behavioral economics, …



Amplifying human capabilities

Technology should not aim to 
replace humans, rather         

amplify human capabilities. 

-- Doug Engelbart, 1962

Computers are like a bicycle 
for our minds. 

-- Steve Jobs, 1981



AI and “thinking fast”



Choice architecture is form of human-centered design





Naïve view “Nudge” view

Ethics and the need for “greater AI”



Interventions, not just predictions

Some implications:
• AI is often framed in terms of machines that make better predictions.  

We must also focus on interventions.  

• Possible interventions are often construed in “classical economics” terms:  
Presenting rational actors with information, rewards, or punishments.

• More generally:  Principles of ethics and psychology belong in the design phase of applied AI projects  
No less than principles of data collection, statistical analysis, and machine learning

• Choice architecture – human centered design of choice environments 
– can be part of the applied AI toolkit.  
• Ethical deliberation is crucial here:  “behavioral AI” must be 

human autonomy-enhancing.  



Further reading
“The Last Mile Problem:  How data science and behavioral science can work together” 
Deloitte Review, January 2015
http://dupress.com/articles/behavioral-economics-predictive-analytics/

“The Importance of Misbehaving:  A conversation with Richard Thaler” 
Deloitte Review, January 2016
https://dupress.deloitte.com/dup-us-en/deloitte-review/issue-18/behavioral-economics-richard-thaler-interview.html

“Cognitive collaboration:  Why humans and computers think better together” 
Deloitte Review, January 2017
https://dupress.deloitte.com/dup-us-en/deloitte-review/issue-20/augmented-intelligence-human-computer-collaboration.html

“Smarter together: Why artificial intelligence needs human-centered design” 
Deloitte Review, January 2018
https://www2.deloitte.com/insights/us/en/deloitte-review/issue-22/artificial-intelligence-human-centric-design.html

“Superminds:  How humans and machines can work together”
(Interview with Thomas Malone, MIT Sloan School of Management 
Deloitte Review, January 2019
https://www2.deloitte.com/insights/us/en/focus/technology-and-the-future-of-work/human-and-machine-collaboration.html

“Human values in the loop:  Design principles for ethical AI”
Deloitte Review, January 2020
https://www2.deloitte.com/us/en/insights/focus/cognitive-technologies/design-principles-ethical-artificial-intelligence.html

“Superminds, not Substitutes:  Designing human-machine collaboration for a better future of work”
Deloitte Review, August 2020
https://www2.deloitte.com/us/en/insights/focus/technology-and-the-future-of-work/ai-in-the-workplace.html
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https://www2.deloitte.com/insights/us/en/deloitte-review/issue-22/artificial-intelligence-human-centric-design.html
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